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Artificial Intelligence (AI):
Current successes and opportunities

• Pattern recognition
◦ Medicine 
◦ Face recognition, fingerprint comparison, etc.

• Faster filtering of possible solution candidates
◦ Materials science
◦ Pharmaceutical development
◦ Weather prediction



https://www.nobelprize.org/ 
all-nobel-prizes-2024/



https://www.nobelprize.org/ 
all-nobel-prizes-2024/



What is AI?
Better describe as Machine Learning (ML)

Specific algorithms programmed 
by domain experts

DecisionInput data
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Preconditions for using ML

• Availability of sufficiently accurate training and test data
◦ Acquisition / recording
◦ Manual pre-selection of data
◦ Check for plausibility, correctness, and potential bias

• Manual selection of decision (classes) to derive
◦ Mapping training data to decisions = „ground truth“

• Either
◦ Manual selection and optimization of features from raw data or
◦ Deep Learning (DL) approaches directly on raw data with automatic feature derivation

• Training the model
◦ Manual selection of an appropriate method and model structure
◦ Training of the model according to data (mostly: optimizing internal parameters for target values)
◦ Manual verification of results quality
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Quelle: https://en.wikipedia.org/wiki/Generative_pre-trained_transformer 

Generative Pre-Trained 
Transformers (GPTs)

https://en.wikipedia.org/wiki/Generative_pre-trained_transformer


Generative Deep 
Learning Models
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ML at Facebook, Xitter, etc.
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Which post would you rather share/like/boost?

https://www.abc.net.au/news/2025-03-20/pope-francis-no-longer-on-ventilation-vatican-says/105074418



Which post would you rather share/like/boost?

USA starten Invasion in Istanbul

Mitten in der Nacht begann die USA eine militärische 
Invasion in Istanbul. Panzer und Truppen besetzten 
zentrale Stadtteile. Erste Berichte sprechen von 
heftigen Kämpfen. Die türkische Regierung hat den 
Notstand ausgerufen. Internationale Reaktionen 
werden erwartet.

Foto: US-Panzer 
rücken in Istanbul vor.

Quelle: ChatGPT mit Prompt „Schreibe eine kurze Zeitungsnotiz mit maximal 50 
Wörtern über eine fiktive, jetzt gerade laufende Invasion von Istanbul durch die USA 
inklusive eines Fotos von Panzern in der Stadt.“ und Gemini mit Prompt „Generiere 
ein Bild zum kurzen Zeitungstext …“, 22.3.2025

Quelle: https://www.bbc.com/news/articles/cn4ynpzk8d8o



The battle for our attention

• Recommendation algorithms are optimized for

– Drawing and keeping attention on that particular platform …

– … because then people see more advertisements …

– … which makes the platform operator more money.

• How do you get the most attention?

– Emotion!

– Bad emotion works better than good emotion!

– The more emotion, the more money!

Created with StableDiffusion prompt “A photo of a really angry cat i
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Data leak: direct or indirect through correlation with other data sources



https://www.informationisbeautiful.net/visualizations/worlds-biggest-data-breaches-hacks/



Possible attacks when using ML
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EU AI Act: Current developments



So you are concerned about 
bad content in 

social media / messenger apps?



Are you also concerned about 
“bad” content communicated 

in private, face-to-face?



The definition of “bad” depends 
on the policy of the day, and can 
change quickly with (or without) a 

single election...



Traces through Signal, Wire, Threema, etc.:
End-to-End Encryption (E2EE)
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Encryption: 
Signal Protocol Double Ratchet

https://signal.org/docs/specifications/doubleratchet/



Ok, network based content extraction is 
hard…

Can we just scan the endpoints (=apps) for 
plaintext messages?
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Letting apps do their own scanning:
Client-Side Scanning (CSS)

■ Can legally compel apps to implement scanning inside the app
□ Has access to plaintext messages and all media
□ Proprietary apps can implement a mandated secret filter 

● with or without enforced automatic reporting

■ Technical challenges
□ Filter has non-negligible error rate 

● Many, many, many false positives to be expected
□ Keeping filter secret → even if non-extractable (which is hard), can use as oracle

● Training input recovery is a thing with more complex filter models → CSAM material???
□ No way to technically enforce on all apps → take e.g. Signal source code, compile 

without filter, use within organized crime group
□ Added complexity → added attack surface for app

■ Legal challenges
□ Mass surveillance “pre-crime” scanning
□ Self censorship based on existence of filter

See also https://www.ins.jku.at/chatcontrol/ 

https://www.ins.jku.at/chatcontrol/


Ok, client side scanning (with or without ML) 
is tricky, how about some other security 

whatever thingy?



Blockchain for AI Security?



https://ccaf.io/cbnsi/cbeci



Blockchain – Proof of Work Energy Impact

Source: https://digiconomist.net/bitcoin-energy-consumption/, 2021-01-28

https://digiconomist.net/bitcoin-energy-consumption/


Blockchain – Proof of Work Energy Impact

Source: https://digiconomist.net/bitcoin-energy-consumption/, updated 2023

https://digiconomist.net/bitcoin-energy-consumption/


Do you need a Blockchain?

Source: https://eprint.iacr.org/2017/375.pdf 

https://eprint.iacr.org/2017/375.pdf


Do you need a Blockchain?



Energy consumption of current ML models

Source: https://www.theverge.com/24066646/ai-electricity-energy-watts-generative-consumption

• Extreme during training
◦ Estimate: GPT-3 used 1.300 MWh during training (for 175 Billion parameters)

→ ca. 1.625.000h Netflix streaming
◦ GPT-4 scales parameter size 10x… (energy/water/etc. consumption no longer published)

• Slightly less during inference (evaluation/use)
◦ Estimate: generating a single image is comparable to charging a smartphone
◦ Estimate: adding the “AI answer” block at the top of each search query 100-1000x of the 

consumption without that block



Energy consumption of digital services?

• Video conferencing
◦ Group video call with 5 participants for 1 hour in HD quality: ca. 0,10kWh

(comparable to ca. 0,2km with combustion engine car or 1km with battery electric car)
◦ Can save transfer efforts significantly (estimates around 90%) with audio-only
◦ Textual communication (the old email…) much more efficient

• Video streaming
◦ 1 hour Netflix network streaming: ca. 0,077kWh – 0,8kWh
◦ Depends mostly on device: 50” TV screen ca. 100x, laptop ca. 5x compared to smartphone
◦ For smartphone viewing (<0,05kWh), ca. 80% of energy used for data transmission (networks)

• Energy consumption of devices: 30% for TVs, 80% for smartphones during production

• 2021/2022: All data centers: annually ca. 200 TWh + 250 TWh network → ~2% of global electricity

• Estimate 2026: data centers 620–1050 TWh because of GenAI [IEA 2024, p .31]

Note: Data collected from different sources in summer 2021 and fall 2024; https://www.utilitybidder.co.uk/business-electricity/zoom-emissions/, https://www.carbonbrief.org/factcheck-what-is-the-carbon-footprint-of-streaming-video-on-netflix , htt
ps://www.sciencedaily.com/releases/2021/01/210114134033.htm, https://www.iea.org/reports/data-centres-and-data-transmission-networks, https://cbeci.org/cbeci/comparisons, https://www.iea.org/reports/electricity-2024

Bitcoin: 100-200TWh

1 Bitcoin transaction: >2000kWh

GenAI: 100-x00TWh

https://www.utilitybidder.co.uk/business-electricity/zoom-emissions/
https://www.carbonbrief.org/factcheck-what-is-the-carbon-footprint-of-streaming-video-on-Netflix
https://www.sciencedaily.com/releases/2021/01/210114134033.htm
https://www.sciencedaily.com/releases/2021/01/210114134033.htm
https://www.iea.org/reports/data-centres-and-data-transmission-networks
https://cbeci.org/cbeci/comparisons
https://www.iea.org/reports/electricity-2024


Take-away summary:
Recommendations for balancing risks and benefits of AI

• If possible, run inference on local models
◦ Tooling is getting much better, e.g. ollama in Docker
◦ Local hardware is getting faster for ML acceleration, e.g. AMD Ryzen AI CPUs using all the 

local system RAM instead of relying on expensive GPU-specific memory
◦ Data stays in-house

• If required, pay for hosted services
◦ If it’s free, your input data is no longer yours
◦ (If you pay for it, your data might still be taken, but you can send lawyers after them…)
◦ But evaluate carefully if the perceived benefits really outweigh the cost

• Current ML is good for generating potential answers, but not for verifying accuracy
→ Use only for low-risk applications that can tolerate or painlessly undo errors
→ Massive Amounts of Misinformation (AI-MAM, a.k.a. lies) are currently the biggest danger

• Agentic AI is … pretty good job security for the whole security team 

Web: https://ins.jku.at Mastodon: @rene_mobile@infosec.exchange
Email: rm@ins.jku.at Signal: Rene.02

Questions?
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